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Figure 1: Two curves and their signature in red. A line and its pullback in blue. Made with Maple [33].

ABSTRACT
We apply numerical algebraic geometry to the invariant-theoretic

problem of detecting symmetries between two plane algebraic

curves. We describe an efficient equality test which determines,

with “probability-one”, whether or not two rational maps have

the same image up to Zariski closure. The application to invariant

theory is based on the construction of suitable signature maps as-

sociated to a group acting linearly on the respective curves. We

consider two versions of this construction: differential and joint sig-

nature maps. In our examples and computational experiments, we

focus on the complex Euclidean group, and introduce an algebraic

joint signature that we prove determines equivalence of curves

under this action. We demonstrate that the test is efficient and use

it to empirically compare the sensitivity of differential and joint

signatures to noise.
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1 INTRODUCTION
This paper studies two related problems.

Problem 1. Given two irreducible algebraic varieties, X0 ⊂ C
n0

and X1 ⊂ C
n1 , and two rational maps, Φ0 : X0 d C

m
and Φ1 :

X1 d C
m , decide if imΦ0 = imΦ1.

Problem2. Given an infinite algebraic groupG ⊂ PGL3(C) acting
linearly on C2 and two plane algebraic curves C0,C1 ⊂ C

2
, decide

if there exists д ∈ G such that C0 = д ·C1.

In the context of differential invariant theory, we can reduce

Problem 2 to Problem 1 by constructing a suitable signature map
for the action of G on the curves C1,C2. For Problem 1, the field of

numerical algebraic geometry furnishes a suite of “probability-one”

tests. In this article, we explain the aforementioned approaches to

these problems in detail and demonstrate that they yield practical

equality tests for both problems.

In Problem 1, imΦi denotes the Zariski closure of the image

of Φi . We do not address the more delicate problem of deciding

equality of the constructible sets imΦi , which may be addressed

by either of the symbolic methods considered in [10, 19].

A formally correct algorithmic solution to Problem 1 clearly de-

pends on how the input is “given” to us and what type of guarantee

we seek. A natural route via symbolic computation is to compute

the ideal of implicit equations for each map and check if these ideals

are equal. This is a standard application of Gröbner bases [7, 13].

Resultants and more specialized techniques may provide useful

alternatives [9, 12, 27, 42].

Our approach to Problem 1 via numerical algebraic geometry is

in the same spirit as previous works [11, 23, 24], where the cost of

implicitization is replaced by the cost of computing certain witness
sets.A key feature of our approach is that it requires a pre-computed

witness set for only one of the maps, say Φ1. This feature is mo-

tivated mainly by our interest in Problem 2. We view computing

https://doi.org/10.1145/1122445.1122456
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a witness set for Φ1 as an offline cost. The online cost of testing
equality via Algorithm 1 is typically negligible by comparison. This

is advantageous in a scenario where we wish to test Φ1 against

many different choices of Φ0.

To reduce Problem 2 to Problem 1, one may use the maps ob-

tained by restricting a pair of independent, rational differential in-

variants forG toC0 andC1 [28], which can be explicitly constructed

via the Fels-Olver moving frame method [16] or its algebraic for-

mulation [26]. The image of an algebraic curveC under this map is

the curve’s differential signature. In greater generality, differential

signatures may be constructed for smooth submanifolds of some

ambient space equipped with a Lie group action. The differential

signature locally characterizes the manifold’s equivalence class un-

der the action, meaning that manifolds with the same signature are

locally equivalent under the Lie group [16]. For an algebraic group

acting on C2 and a plane curve C ⊂ C2, such a construction yields

a rational map Φ : C2 d C2, referred to as the curve’s differential

signature map. In this special case, local equivalence implies global

equivalence.

Example 1.1. In Figure 1, the red curve on left depicts real points

(x ,y) such that 8x3−20xy+2y2+5x−10 = 0.Applying a real rotation

and translation yields the curve in the middle. Thus these curves are

equivalent under the linear action of the complex Euclidean group

E2(C). The closed image of their respective differential signature

maps is the red curve of degree 48 depicted on the right.

Differential signatures of curves have been successfully applied

to object recognition under noise, with applications ranging from

jigsaw puzzle reconstruction [25] to medical imaging [18]. Differ-

ential signatures have also been used to solve classical invariant

theory problems such as determining equivalence of binary and

ternary forms [4, 29, 38]. The setting of algebraic curves is a useful

testing ground for algorithms in this subject. In [8] the notion of

a signature polynomial was introduced to determine equivalence

of plane algebraic curves via implicitization methods. In [28] it is

shown that this reduction to implicitization can always be done for

any group acting as in Problem 2.

In this paper we show that the numerical algorithm for Problem 1

yields an effective way for solving Problem 2 using differential

signatures, even when implicitization is not practically feasible. We

also consider joint signatures, which are obtained by constructing

rational maps using joint invariants of the induced action of G on

the product C2 × . . . × C2 [39]. While we focus on plane curves,

in principle the numerical equality test can be used to determine

equivalence of higher dimensional varieties through differential

or joint signatures, provided one can find a suitable set of rational
differential or joint invariants.

In Section 2, we review notions from numerical algebraic geom-

etry and describe a general solution to Problem 1 (Algorithm 1.)

Section 3 considers the signature approach to Problem 2. In 3.1 we

follow the construction in [8, 28] to describe a differential signature

for plane algebraic curves using a classifying pair of differential
invariants. In 3.2 we describe how joint signatures can be used to

determine equivalence of plane curves using lower order differ-

ential invariant functions, with a detailed analysis in the case of

the complex Euclidean group E2(C). In Section 4, we describe an

implementation in Macaulay2 [17], which has been successful for

studying both classes of maps on curves of degree up to 10. Our

(reproducible) experiments show that offline witness computation

for plane curves of various degrees is feasible, that the online equal-

ity test gives a fast alternative to symbolic methods, and that the

numerical approach is robust in a certain regime of noise.
1

2 NUMERICAL EQUALITY
2.1 Background
In this subsection we fix notation and terminology related to alge-

braic varieties and witness sets. A more comprehensive overview of

numerical algebraic geometry may be found in the survey [44] or

books [3, 45]. A general system of polynomial equations is denoted

by a c-tuple f = (f1, . . . , fc ) for f1, . . . , fc ∈ C[x1, . . . ,xn ].Where

convenient, we may identify f with a map Cn → Cc . The vanish-
ing locus V (f ) := {x ∈ Cn | f1(x) = · · · = fc (x) = 0} is a closed

subvariety of Cn . If c is the codimension of V (f ), then f is said to

be a regular sequence and the variety V (f ) is a complete intersec-
tion. For polynomial systems f = (f1, . . . , fk ) and д = (д1, . . . ,дk ′)
we write (f | д) := (f1, . . . , fk ,д1, . . . ,дk ′), yielding a polynomial

system whose vanishing locus is V (f ) ∩ V (д). We let IX denote

the radical ideal of polynomials vanishing on a closed subvariety

X ⊂ Cn . A property is said to hold generically on an irreducible

variety X if it holds on some Zariski-openU ⊂ X .
Part of the input to Algorithm 1 is an irreducible variety X ,

represented via an unspecified sampling oracle and equations f
defining a complete intersection V (f ) ⊃ X such that X and V (f )
both have codimension c . Since this description is essentially set-

theoretic, we should treat the possibility that ⟨f1, . . . , fc ⟩ ⊊ IV (f )
with some care. We say that f is generically reduced along X if

there exists a point x ∈ X such that the tangent space Tx (f ) =
ker

(
d fi/dx j

)
has dimension n − c .

The main data structures in numerical algebraic geometry are

variations on the notion of a witness set. The overarching idea is

to represent an irreducible variety X ⊂ Cn by its intersection with

a generic affine linear subspace of complimentary dimension. The

number of points in such an intersection is the degree degX , i.e. the
degree of the projective closure of X under the usual embedding

Cn ∋ (x1, . . . ,xn ) 7→ [x1 : · · · : xn : 1] ∈ P(Cn+1).
We define a c-slice in Cn to be a polynomial system consisting

of c affine hyperplanes, L = (l1, . . . , lc ) with li ∈ C[x1, . . . ,xn ]≤1.
For convenience we write L in place of V (L(x)) and also use the

notation Lc . For X an irreducible variety of codimension c and a

generic slice Lc , the intersection X ∩ Lc is transverse, consisting of

degX isolated, nonsingular points [36, Thm 5.1].

The standard definition of a witness set for a variety assumes that

defining equations for the variety of interest are known. A more

flexible notion is that of a pseudo-witness set for a rational map. This

was first studied for linear projections in [23]. Our Definition 2.1

differs from that used in [3, 23, 24]; to distinguish our setup, we

provisionally use the term weak pseudowitness set.

Definition 2.1. Let V (f ) ⊂ Cn be a variety, X ⊂ V (f ) be one of
its irreducible components, and Φ : X d Cm be a rational map. Set

c = codimV (f ), d = dim imΦ. A weak pseudowitness set for Φ is a

quadruple (f ,Φ, (L|L′), {w1, . . . ,we }) , where L is a generic affine

1
Obtain the code at https://github.com/timduff35/NumericalSignatures.
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(m − d)-slice of imΦ, L′ is a generic affine (c −m + d)-slice of X ,
and such that w1, . . . ,we are points in X ∩ L′ where Φ is defined

such that imΦ ∩ L = {Φ(w1), . . . ,Φ(we )} and e = deg imΦ.

“Weak” means {w1, . . . ,we } ⊂ L′ ∩ Φ−1
(
imΦ ∩ L

)
may be a

proper containment, i.e. when Φ has degree greater than 1. This is

preferable for us since fewer points need to be stored. The data in

Definition 2.1 are already sufficient for testing queries of the form

y ∈ imΦ, as noted in [23, Remark 2] and related applications [6, 11].

For a membership tests of the form y ∈ imΦ and other applications,

the stronger notion is required [24].

In our context, equations defining imΦ are seldom known, so

in what follows we may informally refer to the objects of Defini-

tion 2.1 and their multiprojective counterparts in Definition 2.2 as

“witness sets” without ambiguity. In practice, we can at best hope

that our numerical approximations to points w1, . . . ,we lie suffi-

ciently close to imΦ∩L: to clearly distinguish practice from theory,

we occasionally use the term numerical (weak / pseudo) witness set.
Witness sets for an irreducible X ⊂ Cn reflect the algebraic ge-

ometry of the projective closure X ⊂ P(Cn+1). It is also interesting

to consider instead the closure of X embedded in some product of

projective spaces [21, 22, 32]. To do so, we fix (n1, . . . ,nk ), an inte-

ger partition ofn, and considerX in the affine spaceCn1×· · ·×Cnk .

We consider slices Le = Le1 | · · · |Lek , where e = (e1, . . . , ek ) ∈ N
k

is an integral vector such that e1 + · · · ek = dimX , and Lej is a
ej -slice consisting of ej affine hyperplanes in the coordinates of

Cnj .We say that e is a multidimension of X if for generic Le the

intersection X ∩Le is a finite set of nonsingular points; the number

of points for such Le is a constant called the e-multidegree dege X .
These definitions reflect the geometry of the multiprojective closure
of X under the map

X ∋ (x1, . . . ,xn ) 7→
(
[x1 : · · · : xn1

: 1], . . . .

[xn−nk+1 : · · · : xn : 1]

)
∈ P(Cn1+1) × · · · × P(Cnk+1),

Following [22], we give a multiprojective generalization of Defini-

tion 2.1.

Definition 2.2. Let f ,X , c,L′,Φ be as in 2.1, and e be a multi-

dimension of imΦ corresponding to some partition of n. An e-weak
pseudowitness set for Φ consists of

(
f ,Φ, (Le |L′), {w1, . . . ,we }

)
,

such that imΦ ∩ Le = {Φ(w1), . . . ,Φ(we )} and e = dege imΦ.

The general membership test for multiprojective varieties pro-

posed in [22] uses the stronger notion of a witness collection. This

is required since for an arbitrary point x ∈ X there may not exist

transverse slices Le ∋ x for e ranging over all multidimensions

of X—see [22, Example 3.1]. This subtlety is not encountered for

generic x ∈ X ; we record this basic fact in Proposition 2.3.

Proposition 2.3. Fix irreducible X ⊂ Cn1 × · · · × · · ·Cnk and e
some multi-dimension of X . For x = (x1, · · · ,xk ) ∈ X generic, there
exists an e-slice Le ∋ x such that dim(X ∩ Le ) = 0. Moreover, for
x < Xsinд , we also have that x < (X ∩ Le )sinд for generic Le .

Proof. For generic x1 in the image of π1 : X → Cn1
we have

that the fiber π−1
1
(x1) has dimension dimX − dimπ1(X ). Choose

such an x1 and let Le1 ∋ x1 be generic so that π1(X ) ∩ Le1 has

dimension dimπ1(X )−e1. It follows that dim(X∩L
e1 ) has dimension

dimX − e1. This construction holds for all x1 on some Zariski

open U1 ⊂ π1(X ). Repeating this construction for the remaining

factors yields U2, . . . ,Uk such that the first part holds for all x ∈
U1 × · · · ×Uk . The second part follows from the appropriate Bertini

theorem, cf. [20, Thm 17.16] □

2.2 A general equality test
Now let Φ0 : X0 d C

m
and Φ1 : X1 d C

m
denote two rational

maps with each Xi ⊂ C
ni

of codimension ci . Problem 1 from the

introduction asks us to decide whether or not their images are equal

up to Zariski closure. A probabilistic procedure is given in Algo-

rithm 1. This equality test refines general membership and equality

tests from numerical algebraic geometry, which are summarized

in [45, Ch. 13, 15] and [3, Ch. 8,16]. Our setup is motivated by an

efficient solution to Problem 2. Following the standard terminol-

ogy, our test correctly decides equality with “probability-one” in an

idealized model of computation. This is the content of Theorem 2.1.

Standard disclaimers apply, since any implementation must rely

on numerical approximations in floating-point. The actual success

rate depends on the typical conditioning of various subproblems,

the amount of precision used, implementation-specific evaluation

and approximation schemes, and many other factors.

Algorithm 1 assumes different representations for the two maps.

The map Φ1 is represented by a witness set in the sense the sense of

Definition 2.1, say (f1,Φ1, (L1 |L
′
1
), {w1, . . . ,we }). In fact, the only

data needed by Algoithm 1 are the map itself Φ1, the slice L1, and
the pointsw1, . . . ,we . For the map Φ0, we need a sampling oracle

and generically reduced equations vanishing on its domain. Despite

being technical, these assumptions may be relevant in situations

where we can sample from X0 (eg. via a parametrization) but the

ideal IX0
is unknown. We sketch the multiprojective generalization

of Algorithm 1 at the end of the section.

Suppose dim imΦ0 = dim imΦ1 = d . There is a probabilistic

membership test for queries of the form Φ0(x0) ∈ imΦ1 based on

homotopy continuation. The relevant homotopy depends paramet-

rically on L1, a (m−d)-slice L0 ∋ Φ0(x0), a (c0−m+d)-slice L
′
0
∋ x0,

and a regular sequence f0 = (f0,1, . . . , f0,c0 ) which is generically

reduced with respect to X0. The homotopy H is defined as

H (x ; t) =
(
f0
��L′
0

�� t L1 ◦ Φ0 + (1 − t)L0 ◦ Φ0

)
(x). (1)

In simple terms, H moves a slice through Φ0(x0) to the slice wit-

nessing imΦ1 as t goes from 0 to 1. A solution curve associated

to (1) is a smooth map x : [0, 1] → Cn such that H (x(t), t) = 0

for all t . For generic parameters L0,L1,L
′
0
the Jacobian Hx (x , t) is

invertible for all t ∈ [0, 1], solution curves satisfy the ODE

x ′(t) = −Hx (x , t)
−1Ht (x , t),

and each of the pointsw1, . . . ,we is the endpoint of some solution

curve x with x(0) ∈ X ∩ L′
0
. These statements follow from more

general results on coefficient-parameter homotopy, as presented
in [35] or [45, Thm 7.1.1]. We assume a subroutine TRACK(H ,x0)
which returns x(1) for the solution curve based at x0. In practice,

the curve x(t) is approximated by numerical predictor/corrector

methods [1, 34]. We allow our TRACK routine to fail; this will occur,

for instance, when Φ0(x0) is a singular point on imΦ0. However, it
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Algorithm 1. Probability-1 equality test

Input: Let X0 ⊂ C
n0 ,X1 ⊂ C

n1
be irreducible algebraic varieties,

and Φ0 : X0 → C
m , Φ1 : X1 → C

m
be rational maps, repre-

sented via the following ingredients:

1) (L1, {w1, . . . ,we }) with imΦ1 ∩ L1 = {Φ1(w1), . . . ,Φe (we )}

and e = deg imΦ1 (cf. Definition 2.1),

2) f0,1, . . . , f0,c0 ∈ C[x1, . . . ,xn0
]: a generically reduced regular

sequence such that codim(X0) = c0 and X0 ⊂ V (f1, . . . , fc0 ),

3) an oracle for sampling a point x0 ∈ X0, and

4) explicit rational functions representing each map Φi .

Output: YES if imΦ0 = imΦ1 and NO if imΦ0 , imΦ1.

1: sample x0 ∈ X0

2: Tx0 (f ) ← ker (D f )x0
3: d ← rank (D Φ0)x0

��
Tx

0
(f )

4: if d , dim imΦ1 then return NO

5: H (x ; t) ← the homotopy from equation 1

6: x1 ← TRACK (H ,x0)
7: if Φ0(x1) ∈ {Φ1(w1), . . . ,Φ1(we )} return YES

else return NO

will succeed for generic (and hence almost all) choices of parameters

and x0 ∈ C
n0 . Algorithm 1 exploits this fact.

Theorem 2.1. For generic x0,L0,L′
0
,L1, Algorithm 1 correctly

decides if imΦ0 = imΦ1.

Remark 2.4. To apply the coefficient-parameter theory to the

homotopy H , the set of “nongeneric” L1 must depend on Φ0 as well

as Φ1; for fixed (Φ1,L1), a malicious adversary could cook up Φ0

with dim imΦ0 = dim imΦ1 and dim(imΦ0 ∩ L1) > 0. In this case,

we assume Algorithm 1 fails at line 6. We could also use a homotopy

similar to H to compute a new witness set for Φ1 beforehand.

Proof. Since x0 is generic and f0 is generically reduced, we may

assume that that d = dim imΦ0. Noting line 4, we are done unless

d = dim imΦ1. In this case, since the imΦi are irreducible,

dim

(
imΦ0 ∩ imΦ1

)
= d ⇔ imΦ0 = imΦ1. (2)

As previously mentioned, generic slices give that the solution curve

x(t) associated to 1 with initial value x0 exists and satisfies x(t) ∈
V (f ) \ V (f )sing for all t ∈ [0, 1]. The endpoint x1 is, a priori, a
point of V (f ). Since X0 \ (X0)sing is a connected component of

V (f ) \V (f )sing in the complex topology [43, Ch. 7, Sec. 2, Thm 2]

and x0 ∈ X0, so also must x1 ∈ X0. Hence Φ0(x1) ∈ imΦ0 ∩ L1.
Now if imΦ0 = imΦ1, then clearly we must have

Φ0(x1) ∈ imΦ1 ∩ L1 = {Φ1(w1), . . . ,Φ1(we )}, (3)

as is tested on line 7. Conversely, if (3) holds, then

dim(imΦ0 ∩ imΦ1 ∩ L1) ≥ 0,

which by (2) and the genericity of L1 implies imΦ0 = imΦ1. □

We close by explaining how to extend Algorithm 1 to the case

where Φ1 is represented by a multiprojective witness set in multidi-

mension e (cf. Definition 2.2.) We keep the same notation, defining

the homotopy H in terms of the appropriate slices. If the imΦi are
equal then e is also a multidimension of Φ0. By proposition 2.3 and

genericity of Φ0(x0), it suffices to check that Hx (x0, 0) is invertible.
The rest of the argument is the same as for Theorem 2.1.

3 SIGNATURES OF CURVES
3.1 Differential signatures
In what follows, all plane curves are complex algebraic, irreducible,

and of degree greater than one. Let G ⊂ PGL3(C) be an infinite

algebraic group acting linearly on C2 with action д · (x ,y) = (x ,y).

Definition 3.1. Two curves C0,C1 are said to be G-equivalent,
denoted C0 �G C1, if there exists a д ∈ G such that C0 = д ·C1.

A differential signature that determinesG-equivalence of curves can
be constructed from a set of classifying invariants (Definition 3.6.)

We let Jn denote the nth order jet space, a complex vector space

of dimension (n + 2) with coordinates (x ,y,y(1), . . . ,y(n)). Letting
Ω(Jn ) denote the set of complex-differentiable functions from Jn

to C, the total derivative operator d
dx : Ω(Jn ) → Ω(Jn+1) is the

unique C-linear map satisfying the product rule and the relations

d
dx (x) = 1,

d
dx (y

(k )) = y(k+1) for k ≥ 0 (cf. [37, Ch. 7].)

The prolonged action of G on Jn is given by

д · (x ,y,y(1), . . . ,y(n)) = (x ,y,y(1), . . . ,y(n))

where

y(1) =
d
dx [y(д,x ,y)]

d
dx [x(д,x ,y)]

,

y(k+1) =

d
dx

[
y(k )(д,x ,y,y(1), . . . ,y(k))

]
d
dx [x(д,x ,y)]

for k = 1, . . . ,n − 1.

Definition 3.2. A differential invariant for the action of G is a

function on Jn that is invariant under the prolonged action of G
on Jn . The order of a differential invariant is the maximum k such

that the function depends explicitly on y(k ).

Definition 3.3. The n-th jet of an algebraic curve C is the image

of the map jnC : C d Jn given (where defined) by

(x ,y) 7→ (x ,y,y
(1)

C (x ,y),y
(2)

C (x ,y), . . . ,y
(n)
C (x ,y)),

where y
(k )
C (x ,y) is the k-th derivative of y with respect to x at the

point (x ,y) ∈ C .

The prolonged action of G is defined such that

д · jnC (C) = jnд ·C (д ·C).

Definition 3.4. The restriction of a differential invariantK of order

n to a curve C is the map K |C : C d C2 given by K |C = K ◦ jnC .

The coordinates of the n-th jet map jCn are rational functions of x
andy that can be computed via implicit differentiation. For example,

letting IC = ⟨F ⟩, we have

y
(1)

C =
−Fx
Fy

and y
(2)

C =
−Fxx F

2

y + 2FxyFx Fy − FyyF
2

x

F 3y
.
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Thus if K is a rational differential invariant of order n, meaning it is

a rational function in the coordinates of Jn , then K |C is a rational

function in x and y.

Definition 3.5. We say that a set of differential invariants I sepa-
rates orbits for the prolonged action on a nonempty Zariski-open

W ⊂ Jn if, for all p,q, ∈W ,

K(p) = K(q) ∀K ∈ I ⇔ ∃д ∈ G such that p = д · q.

Definition 3.6. Let an r -dimensional algebraic groupG act on C2.
A pair of rational differential invariants I = {K1,K2} is said to be

classifying if K1 separates orbits on Uk ⊂ Jk for some k < r and I
separates orbits onUr ⊂ J r .

For a particular action of G, such a pair of classifying invariants

always exists, and one can explicitly construct a pair by computing

generators for the field of rational invariants for the prolonged

action ofG [28, Thm 2.20], using algorithms such as those found in

[14] and [26]. It should be noted that I is not unique, and different

choices can lead to different differential signatures.

Definition 3.7. For a pair of classifying invariants I = {K1,K2},

an algebraic curve C is said to be non-exceptional if all but finitely
many points on p ∈ C satisfy

jkC (p) ∈ Uk , j
r
C (p) ∈ Ur , and

∂K1

∂yk
,
∂K2

∂yr
, 0 at jrC (p).

A generic curve of degree d where

(d+2
2

)
− 2 ≥ r is non-exceptional

with respect to a given classifying set [28, Thm 2.27].

Definition 3.8. LetI = {K1,K2} be a pair of classifying invariants

for the action of G on C2 and C a non-exceptional algebraic curve

with respect to I. Then the image of C under the map

(K1 |C ,K2 |C ) : C d C
2

is the differential signature of C and is denoted SC .

The following appears as Theorem 2.37 in [28].

Theorem 3.9. If algebraic curves C0,C1 are non-exceptional with
respect to a classifying set of rational differential invariants I =
{K1,K2} under an action of G on C2 then

C0 �G C1 ⇔ SC0
= SC1

.

Example 3.10. Consider the action of the Euclidean group E2 of

complex translations, rotations, and reflections on C2 where the
action of д ∈ E2(C) is given by

д·(x ,y) = (cx+sy+a,−sx+cy+b) or д·(x ,y) = (−cx+sy+a, sx+cy+b),

where c2 + s2 = 1 and c, s,a,b ∈ C. The pair I = {K1,K2} de-

fined below is derived from classical Euclidean curvature and is

classifying for the action of E2.

K1 =

(
y(2)

)
2(

1 +
(
y(1)

)
2

)
3

(4)

K2 =

(
y(3)

(
1 +

(
y(1)

)
2

)
− 3y(1)

(
y(2)

)
2

)
2

(
1 +

(
y(1)

)
2

)
6

(5)

Moreover, there are no I-exceptional algebraic curves—for details

see [41]. By Theorem 3.9, the equivalence class of an algebraic curve

C under E2(C) is determined by SC .

3.2 Joint signatures
In [39], the author considers the use of joint differential signatures
to determine equivalence. As an example, for the action of G on

C2 given by д · (x ,y) = (x ,y), consider the induced action on the

Cartesian product space (C2)n = C2 × C2 × . . . × C2 given by

д · (x1,y1,x2,y2, . . . ,xn ,yn ) = (x1,y1,x2,y2, . . . ,xn ,yn )

where x i = x |x=xi ,y=yi and yi = y |x=xi ,y=yi . For a curve C ⊂ C
2

denote the Cartesian product by Cn = C × C × . . . × C ⊂ (C2)n .
Then we can see that two curvesC0 andC1 areG-equivalent if and
only if their Cartesian products Cn

0
,Cn

1
are G-equivalent under the

induced action on (C2)n .
The advantage of considering G-equivalence of products of the

curve C is that the order of the differential invariants needed to

define a differential signature on this space can be reduced. Though

the number of invariants required may increase, the lower order of

the differentials can result in a more noise-resistant differential sig-

nature. In fact, for a large enough product space, it is often possible

to construct a differential signature from ‘0-th order’ differential

invariants, or joint invariants, which we refer to as a joint signature.
For more on joint signatures see [39].

Consider the action of E2(C) on C
2
as defined in Example 3.10.

This induces an action on the product space (C2)n . Joint invari-
ants for this action are given by the squared inter-point distance

functions

djk (x j ,yj ,xk ,yk ) = (x j − xk )
2 + (yj − yk )

2,

where j < k and j,k ∈ {1, . . . ,n}. Let the mapdn : Cn → Cn(n−1)/2

be the map which takes an n-tuple of points on C and outputs all

the inter-point distances, i.e.

(x1,y1, . . . ,xn ,yn ) 7→ (d12,d13, . . . ,d1n , . . . ,d(n−1)n ). (6)

To define a joint signature for curves under E2(C), we take n = 4

and follow a similar construction as the joint signature of smooth

curves in R2 under the action of E2(R) (see [39, Ex. 8.2]).

Definition 3.1. The Euclidean joint signature of an algebraic curve
C ⊂ C2 under the action of E2(C), which we denote JX , is the

image of the polynomial map d4 : C
4 → C6 defined as in (6).

To prove that the Euclidean joint signature can determine equiva-

lence of algebraic curves under E2(C), we first show that these six

invariant functions characterize almost all orbits of the action of

E2(C) on (C
2)4.

Proposition 3.2. The polynomial invariants I3 = {d12,d13,d23}
separates orbits for the induced action of E2 on (C2)3 and the set

I4 = {d12,d13,d23,d14,d24,d34}

separates orbits for the induced action of E2(C) on (C2)4.

Proof. Consider two triples of points p = (pi )
3

i=1 and q =

(qi )
3

i=1 ∈ (C
2)3, where pi = (x

p
i ,y

p
i ) and qi is denoted similarly,
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that take the same values on I3 and lie in the Zariski-open subset

given by

W3 = {p ∈ (C
2)×3 | d12,d13,d23 , 0}.

Note thatW3 excludes triples of collinear points as well as isotropic

triples such as (0, 0), (1, i), (1,−i).We will show that both triples of

points necessarily lie in the same orbit. Since d12 , 0we can choose

a representative from the orbit of p under E2 such that p1 = (0, 0)

and p2 = (0,y
p
2
) by applying the transformation in E2(C) given by

c =
y
p
2
− y

p
1

√
d12

, s =
x
p
2
− x

p
1

√
d12

, a = −x
p
1
, b = −y

p
1
, (7)

and similarly we can assume for q that q1 = (0, 0) and q2 = (0,y
q
2
).

Since p,q ∈W3, y
p
2
,y

q
2
, 0. Thus d12(p) = d12(q) gives that (y

p
2
)2 =

(y
q
2
)2 meaning y

p
2
= ±y

q
2
. Therefore, by reflecting about x-axis if

necessary, we can assume y
p
2
= y

q
2
. The equations d13(p) = d13(q)

and d23(p) = d23(q) give

(x
p
3
)2 + (y

p
3
)2 = (x

q
3
)2 + (y

q
3
)2

(x
p
3
)2 + (y

p
2
− y

p
3
)2 = (x

q
3
)2 + (y

q
2
− y

q
3
)2.

Subtracting these yields (y
p
2
)2 − 2y

p
2
y
p
3
= (y

q
2
)2 − 2y

q
2
y
q
3
which

impliesy
p
3
= y

q
3
. Thus, fromd13(p) = d13(q), we have (x

p
3
)2 = (x

q
3
)2.

From this we conclude, reflecting about the y-axis if necessary, that

x
p
3
= x

q
3
. We have now shown that p and q must lie in the same

orbit.

Suppose we have two 4-tuples of points p = (pi )
4

i=1 and q =

(qi )
4

i=1 ∈ (C
2)3 that take the same values on I4 and lie in the

Zariski-open subset given by

W3 = {p ∈ (C
2)×3 | d12,d13,d23,d14,d24,d34 , 0}.

By the previous argument we can assume that p1,p2 have the same

form as above and thatpi = qi for i = 1, 2, 3. As before the equations

d14(p) = d14(q) and d24(p) = d24(q) imply that and y
q
4
= y

p
4
and

x
p
4
= ±x

q
4
. If x

p
4
= −x

q
4
and x

p
3
,x

q
3
= 0, then a reflection about they-

axis preserves the other values in q and sends x
q
4
to −x

q
4
. Otherwise

subtracting the equationsd14(p) = d14(q) andd34(p) = d34(q) yields

−2x
p
3
x
p
4
= −2x

p
3
x
p
4
, which implies that x

p
4
= x

q
4
. Thus p and q must

lie in the same orbit. □

Lemma 3.3. For an algebraic curve C ⊂ C2, a generic n-tuple of
points onCn lies insideWn . Additionally for any fixed (n−1)-tuple of
points in (p1, . . . ,pn−1) ∈Wn−1 ∩ X

n−1 and a generic point pn ∈ C ,
the n-tuple (p1, . . . ,pn ) lies inWn .

Proof. For any n-tuple p ∈ (C2)n , the condition that djk (p) = 0

means that p lies in one of the two planes defined by

x j − xk + yj − yk = 0 or x j − xk − iyj + iyk = 0.

Note that since deg(C) > 1 and X is irreducible, deg(Cn ) > 1 and

Cn is irreducible, and hence Cn cannot be contained in one of the

planes. Thus a generic n-tuple p ∈ Cn lies inWn .

Similarly for a fixed (n−1)-tuple inWn−1∩X
n−1

and any pn ∈ C ,
the n-tuple p = (p1, . . . ,pn ) lies inWn if and only if djn (p) = 0 for

some j ∈ 1, . . . ,n − 1. However, since deg(C) > 1, a generic point

pn ∈ C lies outside of the planes defined by djn (p) = 0. Thus

p ∈Wn . □

Proposition 3.4. The stabilizer of a point p ∈ (C2)2 such that
d12(p) , 0 under the action of E2(C) is a discrete subgroup of size
two. Additionally the action of E2(C) is free on the subset of (C2)3

consisting of distinct, non-collinear points.

Proof. The stabilizer of a point p ∈ (C2)2 is the subgroup of

E2(C) given by

E2(C)p = {д ∈ E2(C) | д · p = p}.

The size of the stabilizer of a point is preserved by the action of the

group. Since d12(p) , 0, by applying the transformation in (7), we

can assume p has the form p = (p1,p2) = (0, 0, 0,y2) where y2 , 0.

Given the parameterization of E2(C) in Example 3.10, д · p = p
immediately implies that a = b = 0 and that sy2 = 0 Thus E2(C)p
consists of either the identity transformation or a reflection about

the y-axis.
By the same argument, if p = (p1,p2,p3) ∈ (C

2)3 where p1,p2
and p3 are distinct, then E2(C) consists of only the identity trans-

formation if p3 lies outside of the line defined by p1,p2. Thus E2(C)
is free on this subset of (C2)3. □

Lemma 3.5. For plane curves C0,C1, suppose that there exists p =
(p1,p2) ∈ C

2

0
,C2

1
such that d12(p) , 0 and

d3(p1 × p2 ×C0) = d3(p1 × p2 ×C1).

Then д ·C0 = C1 where д ∈ E2(C)(p1,p2).

Proof. By Lemma 3.3, for a generic point q ∈ C0, the 3-tuple

(p1,p2,q) ∈ W3. Since both curves have the same image under

d3, there exists a point r ∈ C1 such that r ∈ d−1
3
(p1,p2,q). By

Proposition 3.2, both triples (p1,p2,q) and (p1,p2, r ) lie in the same

orbit under E2(C), and hence there exists д ∈ E2(C) such that

д·(p1,p2,q) = (p1,p2, r ). However, this implies thatд ∈ E2(C)(p1,p2).
By Proposition 3.4, E2(C)(p1,p2) = {e,h} where h ∈ E2(C) is a
reflection about the line containing p1 and p2. Therefore q = r or
·q = r , implying that C1 shares infinitely many points with C0 or

h ·C0, proving the lemma. □

Lemma 3.6. For plane curves C0,C1, suppose that there exists a
3-tuple (p1,p2,p3) ∈ C3

0
,C3

1
such that p1,p2,p3 are distinct, non-

collinear, and

d4(p1 × p2 × p3 ×C0) = d4(p1 × p2 × p3 ×C1).

Then C0 = C1.

Proof. The proof follows similarly as in Lemma 3.5 by applying

Propositions 3.2 and 3.4. □

Proposition 3.7. Two plane curves C0,C1 ⊂ C
2 of degree d > 2

are E2(C)-equivalent if and only if JC0
= JC1

.

Proof. Since the map d4 : C4 → C6 is defined by E2(C)-
invariants the forward direction is clear. For the remainder of the

proof assume that JC0
= JC1

:= J . We deal with two cases. Either

the image of the map d3 : C
3

0
→ C3 lies in a Zariski-closed subset

of dimension ≤ 2 or is Zariski-dense in C3.
First suppose that d3(C

3

0
) (and hence d3(C

3

1
)) is Zariski-dense

in C3. This implies dim(J) equals 3 or 4. Consider the projection

π12 : J → C of J onto the first coordinate d12. LetH12 = π
(−1)

12
(r )

be the pullback of a generic point so that dim(H12 ∩J) equals 2 or
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3. Appealing to Bertini’s Theorem as in Proposition 2.3, the singular

points ofH12∩J are also singular points ofJ . For similarly defined

H13 andH23 let Y = H12 ∩H13 ∩H23 ∩ J . Then dim(Y) equals

0 or 1, and the singular points of Y are singular points of J .

Consider a generic 4-tuple of points p = (p1,p2,p3,p4) ∈ C4

0
.,

Since the d4(Ci ) agree on a dense set, we may assume d4(p) ∈
d4(C0) ∩ d4(C1). Taking generic H12 ∩ H13 ∩ H23 through d3(p),
the previous paragraph gives that d3(p) is a non-singular point of
Y. Let q = (q1,q2,q3,q4) be a point on C4

1
in the inverse image

d−1
4
(d4(p)). By Proposition 3.2 and Lemma 3.3, there exists some

д ∈ E2(C) such that д · q = p. Let C2 = д ·C1.

Both curves C0 and C2 contain the points p1, . . . ,p4, and hence

both d4(p1 × p2 × p3 × C0) and d4(p1 × p2 × p3 × C2) are dense

in irreducible components of Y. If dim(d4(p1 × p2 × p3 ×C0) = 0

then the invariant functions d12,d13,d23 take a single value on C
4

0
.

Adapting the argument of 3.3 shows this cannot be the case. Hence

dim(d4(p1×p2×p3×C0) = 1,which implies that dim(Y) = 1. Since

d4(p) is a non-singular point of Y, it is necessarily contained in

exactly one irreducible component of Y. Therefore

d4(p1 × p2 × p3 ×C0) = d4(p1 × p2 × p3 ×C2).

By Lemma 3.6, C0 = C2 = д ·C1, completing the proof for the case

where d3(C
3

0
) ⊂ C3 is Zariski dense. The remaining case follows

analagously (take Y = H12 ∩ d3(C
3

0
) and apply Lemma 3.5.) □

4 IMPLEMENTATION, EXAMPLES, AND
EXPERIMENTS

Our implementation of Algorithm 1 treats only the special case

where the domain of each rational map is some Cartesian product

of irreducible plane curves, say Xi = Cki for some integer k . Our
results showcase features of the NumericalAlgebraicGeometry
ecosystem in Macaulay2 (aka NAG4M2, see [30, 31] for an overview.)

We rely extensively on the core path-tracker and the packages

SLPexpressions and MonodromySolver. All of our examples and

experiments deal with differential and joint signatures for the Eu-

clidean group. However, the current functionality should make it

easy to study other group actions and variations on the signature

construction in the future.

For the purpose of our implementation, the various ingredients

for the input to Algorithm 1 are easily provided. Suppose ICi = ⟨fi ⟩
for i = 0, 1. Then the reduced regular sequence we need is given

by (f0(x1,y1), . . . , f0(xk ,yk )) . Sampling from X0 amounts to sam-

pling k times from C0; we sample the curve C0 using homotopy

continuation from a linear-product start system [45, 8.4.3]. Finally,

a witness set for the image of the signature map Φ1 can be com-

puted using methods of numerical algebraic geometry. Heuristics

based on monodromy allow us to make this offline computation

relatively efficient; MonodromySolver implements a general frame-

work described in [5, 15]. We also observe that a witness set for the

signature of a particular curve may be computed if we have already

computed a witness set for the corresponding signature of some

generic curve of the same degree. This is yet another application of

coefficient parameter homotopy. [35] The efficiency of these two

methods is compared in Example 4.1.

d degS time (s) deg(1,0) S time (s)

2 6 0.3 3 0.1

3 72 2 36 0.5

4 144 9 72 2

5 240 21 120 4

6 360 55 180 7

Figure 2: Degrees and monodromy timings for differential
signatures.

d degJ time (s) dege1 J time (s) dege2 J time (s)

2 42 4 24 2 26 2

3 936 33 576 17 696 16

4 3024 139 1920 57 2448 87

5 7440 463 4800 206 6320 276

6 15480 1315 10080 748 13560 791

Figure 3: Degrees and monodromy timings for joint signa-
tures (see Conjecture 4.1.)

We explain some aspects of our implementation that appear

to give reasonable numerical stability. A key feature is that poly-

nomials and rational maps are given by straight-line programs

as opposed to their coefficient representations. This is especially

crucial in the case of differential signatures, where expanding the

rational expressions derived from equations (4) and (5) involves

many terms and does not suggest a natural evaluation scheme. We

also homogenize the equations of our plane curves and work in a

random affine chart. Finally, in our sampling procedure we discard

samples which map too close to the origin in the codomain of our

maps, as these tend to produce nearly-singular points on the image.

Example 4.1. The code below computes a witness set for the

differential signature of a “generic” quartic (whose coefficients are

random complex numbers of modulus 1.)

(d, k) = (4, 1);
dom = domain(d, k);
Map = diffEuclideanSigMap dom;
H = witnessHomotopy(dom, Map);
W = runMonodromy H;

To compute a witness set for the differential signature of the Fermat

quartic V (x4 + y4 + z4) ⊂ P(C3), we use the previous computation.

R = QQ[x,y,z];
f=x^4+y^4+z^4;
Wf = witnessCollect(f, W)

The output resulting from the last line reads

witness data w/ 18 image points (144 preimage points)

indicating that the differential signature map is generically 8 to 1,

which is equivalent to the Fermat curve having eight Euclidean

symmetries [28, Thm 2.38]. We timed these witness set computa-

tions at 5 and 0.5 seconds, respectively. For joint signatures, the

analagous computations were timed at 95 and 17 seconds.

Figures 2 and 3 give degrees and single-run timings for mon-

odromy computations on curves up to degree 6.We also considered

multiprojective witness sets forS ⊂ C1×C1 and J ⊂ (C1)6,where
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d track time (ms) lookup time (ms) track K1 lookup K1

2 191 0.35 127 0.25

3 177 0.37 121 0.31

4 276 0.42 145 0.36

5 472 0.39 203 0.43

6 597 0.40 284 0.37

Figure 4: Equality test timings for differential signatures Sd .

d track time (ms) lookup time (ms) track e1 lookup e1
2 230 0.36 208 0.34

3 283 0.38 213 0.35

4 335 0.39 288 0.40

5 409 0.32 357 0.32

6 507 0.32 462 0.33

Figure 5: Equality test timings for joint signatures Jd .

fewer witness points are needed. For the differential signatures, we

considered (1, 0)-slices which fix the value of K1 in equation (4).

For joint signatures, there are two combinatorially distinct classes

of (C1)6 witness sets determined by which di, j are fixed; the undi-
rected graph of fixed distances must either be the 3-pan (a 3-cycle

with pendant edge) or the 4-cycle. We fix corresponding multidi-

mensions e1 = (1, 1, 1, 1, 0, 0) and e2 = (0, 1, 1, 1, 1, 0).
The timings in figures 2 and 3 are not optimal for a number of

reasons. For instance, some multiprojective witness sets have an im-
primitive monodromy action, meaning that additional symmetries

can be exploited [2]. We successfully ran monodromy (with less

conservative settings) for both signature maps on curves of degree

up to 10. These computations suggested formulas for the degrees.

For the joint signature, we state these formulas in the form of a

conjecture. For the case of differential signatures, see [28]; degrees

for d = 2 are corrected by a factor of 4 (counting the isometries of

a generic plane conic.)

Conjecture 4.1. Let Jd denote the joint signature for a generic
plane curve of degree d . For d ≥ 3:

degJd = 12d(d3 − 1)
dege1 Jd = 8d2(d2 − 1)

dege2 Jd = 4d(d − 1)(3d2 + d − 1).

To assess the speed and robustness of the online equality test,

we conducted an experiment where, for degrees d = 2, . . . , 6,

curves C1, . . . ,C10 were generated with coefficients drawn uni-

formly from the unit sphere in R(d+2)(d+1)/2. For each Ci , we com-

puted a witness set via parameter homotopy from a generic d-
ic. We then applied 20 random transformations from E2(R) to
the Ci and perturbed the resulting coefficients by random real

®ϵ with ∥®ϵ ∥2 ∈ {0, 10
−7, 10−6, . . . , 10−3}, thus obtaining curves�Ci,1,ϵ , . . . ,�Ci,20,ϵ .With all numerical tolerances fixed, we ran the

equality test for each �Ci, j,ϵ against each Ci .
Figures 4 and 5 summarize the timings for the equality tests in

this experiment. Overall, these tests run on the order of sub-seconds.

Most of the time is spent on path-tracking. The tracking times re-

ported give the total time spent on lines 1 and 5 of Algorithm 1.

The only other possible bottleneck is the lookup on line 7. This is

Figure 6: Sensitivity of the equality test to noise.

negligible, even for large witness set sizes, if an appropriate data

structure is used. The runtimes for all cases considered seem com-

parable, although using differential signatures and multiprojective

slices appear to give a slight edge over the respective alternatives.

The plots in Figure 6 (made with R [40]) illustrate the results of

our sensitivity analysis. The respective axes are the magnitude of

the noise ϵ and the percentage of Ci, j,ϵ deemed to be not equiv-

alent to Ci . Note that the horizontal axis is given on a log scale,

and excludes the noiseless case ϵ = 0; here, one false negative was

reported for the differential signatures with d = 6. We include

a trend line to make the plots more readable. In general, we ob-

serve a threshold phenomenon, where most tests are positive for

sufficiently low noise and are negative for sufficiently high noise.

The threshold regions in Figure 6 clearly depend on the nu-

merical tolerances used (for this experiment, defaults provided by

NAG4M2), the type of map, and the type of witness set. Besides the

multiprojective differential signature (depicted in the bottom-left),

we observe a similar stability profile for this type of random per-

turbation. The similar profiles on the right illustrate an apparent

robustness for the joint signature maps. We speculate that similar

analyses, based on more geometrically meaningful perturbations,

may highlight further differences between the joint and differential

signatures.
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